EUROPEAN JOURNAL OF MATHEMATICAL SCIENCES
Vol. 2, No. 1, 2013, 91-101
ISSN 2147-5512 — www.ejmathsci.com

Some Subordination and Superordination for the Wright
Generalize Hypergeometric Function

A. O. Mostafa, M. K. Aouf, A. Shamandy and E. A. Adwan
Department of Mathematics, Faculty of Science, Mansoura University, Mansoura 35516, Egypt

Abstract. In this paper, we obtain some subordination and superordination results for the Wright
generalized hypergeometric function. Sandwich-type theorem for these multivalent function is also
obtained.
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1. Introduction

Let H(U) be the class of functions analytic in U = {z € C : |z| < 1} and H[a,n] be the
subclass of H(U) consisting of functions of the form f(z) = a + a,2"+ a,412"" + ..., with
Hy=H[0,1] and H = H[1,1]. Let A(p) denote the class of all analytic functions of the form

f(z)=2"+ Z a.z" (peN=1{1,23,..};z€U). (1)
n=1+p
Let f and F be members of H(U). The function f (z) is said to be subordinate to F(z), or
F(z) is superordinate to f(z), if there exists a function w(z) analytic in U with w(0) = 0 and
|w(z)| < 1(z € U), such that f(z) = F(w(2)). In such a case we write f(z) < F(z). If F is
univalent, then f(z) < F(g) if and only if f(0) = F(0) and f(U) C F(U) [see 12, 13].
Let ¢ : C?> x U — C and h(z) be univalent in U. If p (z) is analytic in U and satisfies the
first order differential subordination:

¢ (p(2),2p (2);2) <h(2), )

then p(z) is a solution of the differential subordination (2). The univalent function g (z) is
called a dominant of the solutions of the differential subordination (2) if p (2) < q(z) for
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all p () satisfying (2). A univalent dominant § that satisfies § < g for all dominants of (2)
is called the best dominant. If p(z) and ¢ (p (z),zp/ (2) ;z) are univalent in U and if p(z)
satisfies first order differential superordination:

h(z)< ¢ (p(),2p (2);2), (3)

then p () is a solution of the differential superordination (3). An analytic function g (z) is
called a subordinant of the solutions of the differential superordination (3) if g (z) < p (z) for
all p (z) satisfying (3). A univalent subordinant § that satisfies ¢ < ¢ for all subordinants of
(3) is called the best subordinant [see 12, 13].

For analytic functions f (z) € A(p), given by (1) and ¢ (z) € A(p) given by
(o)

$(=)=2P+ D, b,z" (peN), the Hadamard product (or convolution) of f (z) and ¢ (2),
n=1+p
is defined by

[©8]

(fxp)(z)=2"+ Z a,bz" = (¢ *f)(2). 4)

n=1+p

Let aj,Aq, ..., ag,Aq and By, By, ..., 5, Bg (¢,s € N) be positive real parameters such that

s q
1+> B — > A;>0.
=1 =1
The Wright generalized hypergeometric function [21] [see also 20].

U, [(al,Al) yees (aq,Aq) ;5 (B1,B1) 5o (Bss Bs) ;z] =, ¥, [(ai,Ai)l,q; (Bi>Bi) s ;z]

is defined by

— (z€U).

W, I:(aiJAi)l,q; (ﬁi’Bi)l,s’ Z

ﬁF(a+nA)Z
lj (/31+nB)

IfA;=1(=1,..,q)and B; =1(i =1, ...,s), we have the relationship:

Q,%, [(ai,l)l’q; (ﬁial)Ls;ZJ =, F; (al,...,aq;ﬁl,...,ﬁs;z) ,

where (F; (al, »ag; B, [3’5;2) is the generalized hypergeometric function [see 20] and

[1r ()
0= i=1

- (5
'U1F (@)
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The Wright generalized hypergeometric functions were invoked in the geometric function
theory [see 16, 17].

By using the generalized hypergeometric function Dziok and Srivastava [7] introduced
a linear operator. In [6] Dziok and Raina and in [2] Aouf and Dziok extended this linear
operator by using Wright generalized hypergeometric function.

Aouf et al. [3] considered the following linear operator

Op.q.5 I:(aiﬁAi)l,q; (ﬁi:Bi)l,s:l :A(p) — A(p),

defined by the following Hadamard product:
Op,qg.5 [(ai:Ai)Lq? (ﬁiaBi)l,sJ f)=,2] [(abAi)Lq; (ﬁi:Bi)l,s;Z:I *f(2),
where (® [ (@;,A;)14; (Bi»Bi) 1,32 ] is given by

q®? [(ai’Ai)l,q 5 (B, Bi) 1 ;Z] = Q2] U I:(ai:Ai)l,q; (BiBi) 15 §z] .
We observe that, for a function f (z) of the form (1), we have

o0

Op.qs I:(ai’Ai)l,q; (ﬁi:Bi)l,s:I fl)=2"+ Z Qo , (1) a,z", (6)

n=1+p
where Q is given by (5) and 0, , (a;) is defined by

I'(a;+A; (n—p))..T (aq +A, (n —p))
[ (By+By (n—p))..T (B +B;(n—p)) (n—p)!

If, for convenience, we write

Qp,q,s [alaAlﬁBlj f (z) = Gp,q,s I:(al’Al) PR (aq’Aq) 5 (ﬁlaBl) IR (ﬁsaBs)] f (Z);

then one can easily verify from (6) that

(7)

Onp (al) =

/
ZAl (ep:qas [al’Al’B1:| f (Z)) :alep,q,s [al + 1:A1)B:l:| f (Z),
— (a1 = pAO, g5 [21,A1LB1] f (2) (A1 >0).  (8)
Forp=1, 6, [a1,A1,B;] = 0 [a;] which was introduced by Dziok and Raina [6] and
studied by Aouf and Dziok [2]. We note that, for f (z) € A(p), A; = 1(i=1,2,...,q) and
B; =1(i=1,2,..,5), we obtain 0, [a;,1,1] f (2) = H, ;s[a;]f (2), where H, ; ;[a;] is
the Dziok-Srivastava operator [see 7].
We note also that, for f (z) €A(p),q =2,s =1and A; =A, = B; = 1, we have:

1. 0,51la,L;c]lf(z)=L,(a,c)f () (a>0,c>0,p eN) [see 18];

2. 0,01 [+p,1;1] f (2) =D¥*P1f (2) (u> —p,p €N), where D¥*P~1f (z) is the
(u+p —1) — the order Ruscheweyh derivative [see 8];
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3. 0pa1 [v+p,;v+p+1] f(2) = F, ,(f)(z) (v>—p,pE€N), where F, , (f) (2)
the generalized Bernardi-Libera-Livingston-integral operator [see 5];

94

is

4. O0p51[c,L;alf ()= Igpf (2) (a €R,ceC\Z,,p€ N) , Where the operator If,p was in-

troduced and studied by AL-Kharasani and Al-Hajiry [see 1];

5. 001 [p+1,1;n+p] f(2) =1,,f () (n€Z;n>—p,p €N), where the operator I, ,

was introduced and studied by Liu and Noor [see 9];

6. 001 [A+p,c;a] f(2)= I; (a,c) f (2) (a,c €R\Z,;A>—p,p € N) , where I; (a,
is the Cho-Kwon-Srivastava operator [see 4];

c)

7. 0po1 [1+p,1;1+p—pu] f(2) = qu’p)f (z) (—oo < u <1+ p,p eN), where the op-

erator Q,,E“’p )
Srivastava and Aouf [19] when (0 < p < 1).

To prove our results, we need the following definitions and lemmas.

was introduced and studied by Patel and Mishra [see 14] and studied by

Definition 1. [12] Denote by Z the set of all functions q(z) that are analytic and injective on

U\E(q) where
E(q)= {C eoU: lirréq(z) = oo},

and are such that q/(é’) # 0 for { € dU\E(q). Further let the subclass of & for which q(0) = a

be denoted by #(a), F(0) =%y and F(1) = Z.
Definition 2. [13] A function L (z,t)(z € U, t > 0) is said to be a subordination chain if L (0,

t)

is analytic and univalent in U for all t > 0, L (z,0) is continuously differentiable on [0; 1) for all

zeUand L (z,t;) <L (z,ty)forall 0 <t; <t,.

Lemma 1. [15] Let L(z,t) = a;(t)z + a,(t)2% + ..., with a;(t) # 0 for all t > 0 and
tlirn \al (t)| = 00 Suppose that L(.;t) is analytic in U for all t > 0,L(z;.) is continuously
—00

differentiable on [0;+00) for all z € U. If L(z; t) satisfies

Re {zaL (z,t) /02

eV }>0 (zeU,t=0).

and
(25 ) < Ko |ay ()] 2] <ro < 1,6 20
for some positive constants K, and ry, then L(z;t)is a subordination chain.

Lemma 2. [10] Suppose that the function H : C* — C satisfies the condition

Re{H(is;t)} <0

forallreal s and forall t < —n (1 +52) /2,n € N. If the function p(2) = 1+ pp2"+ppi2™  +...

is analytic in U and
Re {H (p(z);zp (z))} >0 (zel),
then Re {p(z)} > 0 for z € U.
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Lemma 3. [11] Let x,y € C with k # 0 and let h € H(U) with h(0) =c. If

Re {kh(z)+ 7y} > 0(z € U), then the solution of the following differential equation:
zq (2)

kq(z)+y

is analytic in U and satisfies Re {xq(z) +y} > 0 for z € U.

q(z)+ =h(z) (2€U;q(0)=c)

Lemma 4. [10] Let p € Z(a)and let q(z) = a + a,z" + a,,12""! + ... be analytic in U with
q(2) #a and n > 1. If q is not subordinate to p, then there exists two points z, = roe'® € U and
{o € U\E(q) such that

q(U,) € p(U); q(z,)=p(&o) and 2op (30) =mlop ({o) (m=n).
Lemma 5. [13] Let ¢ € H[a,1] and ¢ : C*> — C. Also set ¢ (q(z), zq/ (z) = h(z). If
L(z,t)=¢ (q (), tzq/ (z)) is a subordination chain and q € H[a, 1] N % (a) then

h(z)< ¢ (p(2),2p (2))

implies that q(z) < p(z).Furthermore, if ¢ (q (z),zq/ (z)) = h(2) has a univalent solution
q € Z(a), then q is the best subordinant.

2. Main results

Unless otherwise mentioned, we shall assume in the reminder of this paper that, the
parameters, 1 > 0, ay,Ay,...,a4,A, and f31, By, ..., B, B (g,s € N) are positive real numbers
andz € U.

Theorem 1. Let f,g € A(p) and
Re {1 + zd)//(z)} >_5 (¢ (2) = (Qp,q,s[al'f‘lﬂl,Bl]g(Z)) (gp,q,s[alyAlzBl]g(z)) T)) ’ 9)

(i)/(Z) ep,q,s [alyAI!Bl]g(Z) zP

where & is given by

A% - (770‘1)2‘

anaq4,

5 AT+ (nay)? -

(z€U). (10)

Then the subordination condition:
(ep,q,s [Ot1+1,A1,B1]f(Z)) (ep,q,s [aerl’Bl]f(z)) L = ( Op.q.s [a1+1,A1,31]g(z)) ( Op.q.s [al,Al:Bl]g(z) L

6, 4.5 [21,A1,B1 | f(2) 2P 0,5 [1,A1,B1 |g(2) 27 s
(11)
implies that
(Qp,q,s I:al’Al’Bl:If(Z))n < (Qp,q,s [abAl:Bl:I g(z))") (12)
ZP P )

0 B n, .
where (M) is the best dominant.

zP
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Proof. Let us define the functions F(z) and G(z) in U by

n n
Fz) = (ep,q,s [a1,A1,B1] f (2)) and G(z) = (ep,q,s [a1,A1,B1 ] g(z)) , 13)

zP zP
we assume here, without loss of generality, that G(z) is analytic, univalent on U and

G(#0 (IKI=1).

If not, then we replace F(z) and G(z) by F(pz) and G(pz), respectively, with 0 < p < 1.
These new functions have the desired properties on U, so we can use them in the proof of our
result and the results would follow by letting p — 1.
We first show that, if
@)=142 (14)
z)= — >
! ¢ (=)
then
Re{q(z)} >0.

From (8) and the definition of the functions G, ¢, we obtain that
A1 /
¢ (2)=G(z)+ —=2G (2). (15)
na;

Differentiating both sides of (15) with respect to z yields

A W Bk Lo P . ey (16)
na;

a

Combining (14) and (16), we easily get

29 (2) 2q (z)
1+ qf)/(z) —q(z)+m—h(z) (ZGU). a”n
It follows from (9) and (17) that
o)
Re{h(z)+——; >0 (ze€U). (18)
Ay

Moreover, by using Lemma 3, we conclude that the differential equation (17) has a solution
q(2) € H(U) with h(0) = q(0) = 1. Let

na ?

v
Hu,v)=u+ +6
u
Ay

where 6 is given by (10). From (17) and (18), we obtain Re {H (q(z);zq/(z))} >0 (zelU).
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To verify the condition

. 1+u?
Re{H (iu;t)} <0 ueR;t < — 2 s (19)
we proceed as follows:
0% 4
. . t A
Re{H(iu;t)} =Reyiu+ ——F-+6 t=————5+56
e ()
1

S _Q (abAl:u’ 5)

2’
2 na
u+(A1)

where

2
no, 2 no, na
Q(a,A,u,6 =[——25}u —2(—) o+ —. (20)

For & given by (10), the coefficient of u? in the quadratic expression Q (a,A;,u,5) given by
(20) is positive, which implies that (19) holds. Thus, by using Lemma 2, we conclude that
Re{q(z)} >0 (z€U),

that is, that G defined by (13) is convex (univalent) in U. To prove F < G, where F and G
given by (13), let the function L(z;t) be defined by

A(1+t)
L(z,t)ZG(z)+nTzG (2) (0<t<oo;zel). 21
1

We note that

JL(z,t)
0z

A(1+t)+nay

no,

=G'(0)( );Ao (0<t<o0;z€U).

2=0

This show that the function
L(z,t)=a;(t)z+...,

satisfies the condition a; (t) # 0 (0 <t < 00). Further, we have

R 20L(z,t) /02 R na, . o o< . .
e{m}— e{A—1+( +t)q(2)}> (0<t<oo;z€U).

Therefore, by using Lemma 1, L (2, t) is a subordination chain. It follows from the definition
of subordination chain that

A
¢ (z)=G(z)+—=2G (2) =L(3,0)
na
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and
L(z,00<L(z,t) (0<t<o00),

which implies that
L(C,t)¢L(U,0)=¢U) (0=<t<o0;f€dl). (22)

If F is not subordinate to G, by using Lemma 4, we know that there exist two points z, € U
and {, € dU such that

F (20) = G (¢o) and zoF (20) = (1+1)LoG (L) (0<t < o0). (23)
Hence, by using (13),(21),(23) and (11), we have

A (1+1)

no

L(¢o,t) =G (o) + 20G (%o)

Ay /
=F N
(z0) + a0 (20)

_ (Gp’q,s[al‘f‘l,A];Bl]f(ZO)) (ep,q,s[aDA;’Bl]f(ZO))n c ¢ (V).

Gp,q,s [(11 ’Al;Bljf (ZO) &)

This contradicts (22). Thus, we deduce that F < G. Considering F = G, we see that the
function G is the best dominant. This completes the proof of Theorem 1.

We now derive the following superordination result.

Theorem 2. Let f,g € A(p) and
2 (2) _ [ Opgs[@1+1,A1,B1]2() Opq.s [01A1,B1]8(z) )"
{ v }>_5 (6= (lrtannde) (Gulodnli@)") - gy

. . 005 [01+1,A1,B1 | f(2) 0, 0.5 [@1,A1,B1 | £ (2) . .
where 6 is given by (10). If the function ( o [ A B 7 G) o is univalent

n

in U and (w) € &, then the superordination condition
045 [ @1+1,A1,B1 | g(2) 0 05[ @1,41,B1 ] 8(2) K < 045 [@1+1,A1LB; | f (2) 0, 45[ @1,A1,B1 | f (=) n
Qp,q,s [abAl:Bl]g(z) zP Gp,q,s [abAl:Bl]f(Z) zP ?
(25)
implies that
6,45 [@1,A1,B1] g (2) " 6545 L21,A1,B1] f (2) K
P =< o , (26)

0 B n, .
where (M) is the best subordinant.

2P
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Proof. Suppose that the functions F, G and q are defined by (13) and (14), respectively. By
applying similar method as in the proof of Theorem 1, we get

Re{q(z)} >0 (z€U).

Next, to arrive at our desired result, we show that G < F. For this, we suppose that the
function L (2, t) be defined by (21). Since G is convex, by applying a similar method as in
Theorem 1, we deduce that L (g, t) is subordination chain. Therefore, by using Lemma 5, we
conclude that G < F. Moreover, since the differential equation

.A1 / /
$E)=0@E)+ -0 @)=y (6(),26 (2))
1
has a univalent solution G, it is the best subordinant. This completes the proof of Theorem 2.
Combining Theorem 1 and Theorem 2, we obtain the following "sandwich-type result".

Theorem 3. Let f, g; € A(p) and

"

2¢; (2)
Re{ 1+ — > =6,
¢ (2)

. _ gp,q,s [a1+1>A1’Bl:|gj(z) ep,q,s [abAl’Bl]gj(Z) n .
(¢J (Z) - ( ep,q,s [al’Al’Bl]gj(Z) zP (] - 1’2) ?

o . 0pgs [1+1ALBIF @) ((Opgs[arALBIF@\T . .
where 6 is given by (10). If the function ( o A B 7 G) g is univalent

n
in U and (M) € Z, then the condition

zP

(Qp,q,s[a1+1>A1,Bl:|g1(Z)) (Qp,q,s[abAlsBl]gl(Z))n ~ (Gp,q,s[al""l,Al,Bl]f(z)) (ep,q,s[alyAl’Bl]f(z))n

Gp,q,s[a1>A17Bl]gl(z) zP 9p,q,s[a1>AlsBl:|f(Z) zP

Opgs[01 41418 ]25(z) Op.qs[3141,B1]82(2) | "
B ( 6p.qs [ @1,A1,B1 ] 82(2) 2P > 27)

implies that

(ep,q,s |:(X1,A1,Bl:| &1 (z))n ~ (ep,q,s [al:AlaBl] f (Z))n - (ep,q,s [al’AlaBl] &2 (z))’?

zP zP zP
(28)

n
) are , respectively, the best subordinant

where " g

Op.q,s [alAl;Bl]gl(Z) ) L and (Gp,q,s [abAl,Bl]gZ(Z)
and the best dominant.

Remark 1. Specializing q,s, a1,A, ..., aq,4Aq and 4, By, ..., Bs, in the above results, we obtain
the corresponding results for different classes associated with the operators (1-7) defined in the
introduction.
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